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GPGPU is now widely used for accelerating scientific and
engineering computing to improve performance significantly with .
less power consumption. ‘ QP '

CPU U
However, 1/0 bandwidth bottleneck causes serious performance oz Ei }{ oCle ﬁ @ =

degradation on GPGPU computing. To solve this problem, TCA
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(Tightly Coupled Accelerators) enables direct communication

among multiple GPUs over computation nodes.

PEARL (PCI Express Adaptive and Reliable Link) is a concept for
direct communication by using PCI Express technology. PEACH2 Block diagram of
(PCI Express Adaptive Communication Hub ver. 2) chip and board computation node of HA-PACS/TCA
have been developing. PEACH2 is implemented by FPGA (Field

Programmable Gate Array) for flexible control and prototyping.
TCA provides the following benefits: ot \ T o y N e
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HA-PACS/TCA, which is an extended part of HA-PACS base 1o N W :
cluster, will be constructed on Oct. 2013 using PEACH2 board in PEACH?
each node. HA-PACS/TCA will be managed with HA-PACS base Memory | /1 pcle Address
cluster, and HA-PACS will be a Peta-scale class HPC cluster & - : —
totally.

PEACH2 Address Space and Routing Mechanism
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D Preliminary Evaluation of TCA Communication
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