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P1-10 implementation for the Gfarm file

system designed to achieve scalable parallel I/O performance.
Problem : Poor performance of parallel writes to a single file
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We have developed a Hadoop-Gfarm plugin which enables
Hadoop Mapreduce applications to access a Gfarm file system.

Problem : HDFS cannot be used from
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Redundant Data Storage Method

We plan to propose a redundant data storage approach through
the use of erasure coding scheme, while keeping high 1/O
performance
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Both of schemes can tolerate one failure of data access, although
capacity overhead of replication is high (at least 2 copy of whole
data blocks). On the other hand, if we adopt erasure coding,
scapacity overhead is smaller than replication.

scomputation costs of encoding/decoding are needed.
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Accountability for Cloud Computing

As part of a 3 year effort to create highly reliable and accou-
ntable cloud storage platforms (Pl: NTT Communications),
The Ministry of Economy, Trade and Industry(METI) has aw-
arded The University of Tsukuba a grant to research exascale
cloud storage infrastructure technologies capable of federat-
ing thousands of individual clouds.




