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MIQM§\H|ﬁ|y Productive Parallel Programming Language

Although MPI 1s the de facto standard for parallel programming on distributed memory sys-
tems, writing MPI programs 1s often a time-consuming and complicated process. Xcal-
ableMP 1s a directive-based language extension which allows users to develop parallel pro-
grams for distributed memory systems easily and to tune the performance by having mini-
mal and simple notations.

® XcalableMP supports typical parallelization based on the data parallel paradigm and work
sharing under ““global view”, and enables parallelizing the original sequential code using mini-
Iélglenrﬁ%fhﬁcatlon with simple directives, like Code Example (NPB-CG)

® XcalableMP also includes CAF-like PGAS | 5 C0isielaiiaiiiicn aieiela o
(Partitioned Global Address Space) feature as | s ciceons 0
“local view” programming. ISXMP reflect p

® For flexibility and extensability, the execution EENSYIsNleIe]oRz=liilalIl)
model allows to combine with explicit MPI
coding for more complicated and tuned parallel
codes and libraries.

® For multi-core and SMP clusters, OpenMP direc-
tives can be combined 1into XcalableMP for thread
programming 1nside each node as a hybrid pro-

gramming model.
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