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Development of Parallel Computers at Tsukuba
~ from PACS-9 (1978) to PACS-CS (2006) ~

PACS/PAX Computers (1978-1989)

University of Tsukuba is one of the pioneering institutes in the development of parallel
computers in Japan. In 1997, Tsutomu Hoshino and Toshio Kawai started to constract parallel
computers at Tsukuba, adopting two-dimensional torus network as the fundamental
architecture. The first computer "PACS-9" was constracted in 1978 and achieved the speed of
/7000 operations/sec. Since then, a series of parallel computers have been developed and
applied for simulations of physical systems such as the nuclear matter in the reactor.

year machi nes #PU performance nenory

1978 PACS-9 ) KFLOPS

1080 PAX-32 32 .5 MFLOPS 0.5 MB

1983 PAX-128 128 MFLOPS 5 MB

1984 PAX-32) 32 VFLOPS 4 MB

1989 QCDPAX 480 GFLOPS 3 GB
CP- PACS 2048 GFLOPS 128 GB

PACS-9(1978) PAX-32(1980) Hi story of PACS/PAX conputers QCDPAX (1989)

QCDPAX, developed in 1989 as the fifth computer of the series, is dedicated for the
simulation of Quamtum Chromodynamics, the fundamental theory of quarks. QCDPAX
consists of 480 processing units. With the peak speed of 14 GFLOPS, QCDPAX carried out
simulations of quarks at zero and finite temperatures.

CP-PACS (1996)

CP-PACS is the sixth of the PACS/PAX parallel computers.
With 2048 processing units and 128 I/O nodes
Interconnected by a three-dimensional hypercrossbar
network, CP-PACS achieved the peak speed of 614 GFLOPS
and was ranked No.1 in the TOP 500 list for supercomputers
In November 1996. CP-PACS has been intensively applied for
simulations in the Physics of Fields ranging from quarks to
universe. CP-PACS has been shut down in September 2005.

TFLOPS

GFLOPS

L}

PACS-CS is the seventh generation of the PACS series,

a PC-cluster with 2560 CPUs and 14.3 TFLOPS of peak._g

performance. The building block is a speciall -
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*2GB PC3200 SDRAM
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* Dual 160GB S-ATA IDE ..
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